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ABSTRACT
Recently, there has been an increased focus on modeling
uncertainty by distributions. Suppose we wish to compute
a function of a stream whose elements are samples drawn
independently from some distribution. The distribution is
unknown, but the order in which the samples are presented
to us will not be completely adversarial. In this paper, we
investigate the importance of the ordering of a data stream,
without making any assumptions about the actual distri-
bution of the data. Using quantiles as an example appli-
cation, we show that we can design provably better algo-
rithms, and settle several open questions on the impact of
order on streams. With the recent impetus in the investiga-
tion of models for sensor networks, we believe that our ap-
proach will allow the construction of novel and significantly
improved algorithms.

Categories and Subject Descriptors
F.2 [Analysis of Algorithms & Problem Complexity]

General Terms
Algorithms, Design, Performance, Theory

Keywords
quantiles, data streams, random order, adversarial order

1. INTRODUCTION
Over the last decade streaming has gained significant cur-

rency as a feasible paradigm for situations involving large
data. Although significant progress has been made in de-
veloping algorithms for data streams, much remains to be
understood. Consider the following example.

Example 1. In the model-driven data acquisition scenario
described in [7] we want to create a quantile based summary
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of the distribution of data for each of a number of sensor
nodes. Given a fixed space bound S we have two choices—
either to store a set of S samples or use a streaming algo-
rithm using space S but drawing more samples. It appears
reasonable to expect that in the latter, as we draw more sam-
ples, we should get better estimates. But, in the case of com-
puting an estimate of the median, even for one sensor node,
the existing algorithms find an element of rank ( 1

2
±ε)n where

ε = 1/S (ignoring polylogarithmic factors). Suppose we now
doubled the number of observations, these algorithms would
still return an item of “relative rank” ( 1

2
± ε), i.e. the ac-

curacy would not improve. This is counter-intuitive, if we
observe more data, we should have more accurate estimates.
In statistical terminology, the estimator is not consistent,
i.e. increasing the sample size does not decrease the proba-
bility of being far from the quantity being estimated. On the
other hand, if we store all the data, the estimator would be
consistent. A natural question in this regard is, are there
consistent estimators whose space use is significantly sub-
linear in the amount of data?

The issue is one of modeling. In the above example, the
known algorithms will try to provision for more data being
input and settle for pessimistic estimates. In a sense, the
benefit of using more data is being offset by the fact that
there is more potential for an adversary to arrange for the
data to be presented in a misleading fashion.

In general, there are two components to an instance of
a data stream problem: the object O described by the ele-
ments in the stream, e.g., the sensor readings in the above
example, and the order in which the elements arrive. Ag-
gregate statistics of the data, e.g., mean, median, etc., are
typically independent of the order of these elements in the
stream. The importance of the order is the extent to which
it makes it difficult to compute the desired function. When
proving performance guarantees of streaming algorithms most
of the existing literature assumes that O is worst-case and
that the order of the elements is chosen adversarially.

These two, the worst case input, and the order in which it
is presented, can be orthogonal issues depending on the sce-
nario, e.g., as above. The distribution of values of the sensor
may be worst case (i.e., it is not a nice distribution) but if
we have reason to believe that data elements are samples in-
dependently drawn from some distribution, it is plausible to
believe that the order of these data elements is random. In
general it might be too much to assume that the order is en-
tirely random. Rather, there may exist patterns or trends on
a small scale but, on a larger scale things “appear” random.
We may assume that these local aberrations are generated
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by an adversary but that this adversary has limited power.
We now describe such a scenario.

Example 2. Consider a real time network monitoring set-
ting where the data stream consists of TCP packets, giga-
bytes of which are flowing past in a short time. The statis-
tical assumptions made by queuing theory to analyze TCP
packets need not be perfect, but their success implies that it
is unlikely that there is a “genie in the network” deliver-
ing all packets at exactly the wrong point of time. Even if
such an adversary existed, constrained in time and space,
the adversary will have difficulty producing a bad input, be-
cause that in itself requires substantial resources. The “ad-
versary” in this process is the network itself. Some packets
will be delayed because of race conditions and the behavior of
the network. But all packets will not be affected in the worst
possible way. In effect, we would see that the packets be-
have according to a distribution and in the aggregate scheme
of things this distribution will be an accurate model. It is
no surprise that one of the most important applications of
streaming and approximate computation is to find “aggre-
gate” properties of the data—we believe that the aggregate
properties signify something about the characteristics of the
input.

In the previous two examples, we viewed the data in the
stream as being stochastically generated. This gave rise to
the belief that it was not ordered adversarially.1 The follow-
ing is a scenario in which we dictate the order of the stream.
Naturally we can therefore ensure it is non-adversarial!

Example 3. Consider a scenario where we are estimat-
ing the selectivity of operators or some aggregate property by
sampling tuples from a database [5, 16, 15]. Can we expect
that the order in which we receive the samples is random?
The answer depends on the architecture one is dealing with,
but in several situations the answer is likely yes, since we
are controlling the sampling. Consider the “backing sam-
ple” architecture proposed by Gibbons, Matias, and Poosala
in [10, 9] where a large sample is stored in the disk and
that sample is used to periodically correct estimates of data.
Since the backing sample is large, we can use a streaming al-
gorithm to make a pass over this data. Since we are storing
the sample we can ensure that the order is not adversarial.
The data structures for backing sample use hashes to en-
able O(1) lookup and updates—a good hash function implies
that the samples (in different pages) are stored in a random
order.

Likewise, consider the pipelined hash join scenario and
assume we are interested in estimating aggregate statistics
“on-the-fly” [18, 3, 2, 1], possibly to decide if we should
switch to an alternative evaluation plan. The records are
stored in a hash table and if we simply make a linear pass
over the data and use a streaming algorithm, the data is
uncorrelated across the buckets.

In the next scenario, the semantics of the data make it
a fair assumption that some fields in a database are un-
correlated. We note that several query optimizers use such
assumptions.
1Note the connection with the problem of string compres-
sion. Arguments from Kolomogorov complexity prove that
there do not exist string compression algorithms that work
well on all strings. One of the main reasons for the success of
compression algorithms has been a statistical view of input
and not an adversarial view.

Example 4. Consider a database of salaries where the
primary key is the “name.” If we are seeing tuples sorted in
the primary key is it reasonable to expect that the “salary”
field is ordered at random? By randomly ordered we do not
mean uniformly distributed, but the salary in a Jane Smith
tuple which we are looking at, is likely to be any salary in
the salary distribution. The salaries could be distributed as
Zipf, exponential, anything. This assumption of random or-
der is likely true to a first order of approximation (in this
particular case the assumption appears justified; in general
the standing assumption has been that the tuples in the same
page are correlated, while the correlation across pages are not
as strong, see [5].) If we want to find the median salary of
the people in our database, can we use the uncorrelatedness
in order information effectively to devise better algorithms?
Our algorithms would be “self-checking” in the sense that if
any correlation is present, the algorithm would give a coarser
guarantee, but it would be no worse than an algorithm that
made no assumptions about the order.

A common thread emerges from the examples—in many
scenarios we can relax the assumptions about the order in
which the data is seen by an algorithm. This gives rise to
the following:

Question. Can we use the fact that the source generating
a data stream is a stochastic process to develop better algo-
rithms? Can we model an adversary that accurately reflects
the small scale local changes/correlations that arise in data?
Can we develop algorithms that are resilient to such adver-
sary and perform provably better than algorithms devised for
all powerful adversaries?

We answer the questions in the affirmative. We note that
this is an extremely natural model and has not been well
studied. The notion of a sequence of observations drawn at
random exists in learning theory literature. But the primary
focus there has not been devising space bounded streaming
algorithms, but online algorithms with unbounded space.

1.1 Our contributions

1. We initiate the study of data streams under limited
adversarial ordering, a notion we formally define in the
next section. We focus on some of the problems raised
in the examples and limit our technical discussion to
quantile estimations and equidepth histograms. We
show that there is significant algorithmic advantage to
be derived from limiting the power of the adversary in
data streams. As a consequence, for sensor networks
and monitoring applications we expect the new class
of algorithms to be significantly better and useful in
practice.

2. We show that using polylogarithmic space, in a single
pass, (where the size of stream is n) for any k, we

can find an element of rank to within k ±O(k
1
2+ε) for

streams that are ordered by an adversary of limited
power. This improves upon the best results known
for fully adversarial streams which approximates the
median by an element of rank n

2
± εn in polylog space.

These result have natural implications for Equidepth
histograms.
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3. We resolve several open questions related to streams
under completely random order. Kannan [19, 24] con-
jectured that a streaming algorithm based on a com-
plete random order, would require only one extra pass
in the adversarial model. We resolve this conjecture
in the negative. We approximate the median in one
pass to a level of accuracy which would require a poly-
nomial blowup in space in the adversarial setting. It
also follows that, in complete random order streams,
using polylog space, we can find the exact median in
O(log log n) passes. This was conjectured by Munro
and Paterson [23] and has been unresolved since 1980.

1.2 Related Work
Munro and Paterson considered sorting and selection with

limited storage [23] in one of the earliest papers on the data
stream model, i.e., 1980, close to Morris’s work on counting
the number of items in sublogarithmic space [22] and the
work of Flajolet and Martin on probabilistic counting [8].
The problem has received a lot of attention in recent years
starting from the work of Manku, Rajagopalan, and Lind-
say [21, 20]. The authors of [21, 20] showed that we can find
an element of rank n

2
±εn

2
using O( 1

ε2
log n) space. This was

improved to a deterministic O( 1
ε
log n) space algorithm by

Greenwald and Khanna [12]. This was extended to a model
supporting deletions by Gilbert et al. [11]. Gupta and Zane
[14] discussed the issues involved in approximating the kth
smallest element in a stream by an element of rank k ± εk.
Exact selection is possible in polylog space if the algorithm
may have O(log n) passes over the data [23].

The complete random permutation or random order model
introduced in [23] has received little attention to date. De-
maine, López-Ortiz, and Munro [6] considered the frequency
estimation of internet packet streams assuming the packets
arrive in a random order. Guha, McGregor, and Venkata-
subramanian [13] make connections between random order
model and various oracle models considered for property
testing distributions.

2. DEFINITIONS AND PRELIMINARIES
We first define the notion of a limited adversarial ordering.

Definition 1 (t-bounded adversary). Given a stream
of elements x1, . . . xn we consider an adversary upstream
of our algorithm that can reorder the elements subject to
having limited memory to do this reordering. Specifically,
a t-bounded adversary is an adversary that can only delay
at most t elements at a time and therefore can ensure that
the stream received is any stream of the form xσ(1), . . . xσ(n)

where σ is any permutation such that, for all i ∈ [n], |{j ∈
[n] : j < i and σ(i) < σ(j)}| ≤ t. E.g. with t = 2 the stream
1, 2, 3, 4, 5, 6, 7, 8, 9 can become 3, 2, 1, 6, 5, 4, 9, 8, 7
or 3, 4, 5, 6, 7, 8, 9, 1, 2 but not 9, 8, 7, 6, 5, 4, 3, 2, 1.
A stream is t-random if it is generated by a t-bounded ad-
versary acting on a stream whose order is uniformly chosen
from all possible orderings.

Therefore a fully adversarially ordered stream is (n − 1)-
random and a totally randomly ordered stream is 0-random.
We now make the following definition regarding sub-streams
of the data stream.

Definition 2. Rank of an item x in a set S is defined
as Rank[x,S ] = |{x′|x′ ≤ x, x′ ∈ S}|. Given any (j′, a, b)
define Γ(j′, a, b) = {xj |j > j′, a ≤ xj ≤ b}.

The following lemma follows immediately from the above
definitions.

Lemma 1. Consider a t-random stream and Γ(j′, a, b). A
length w contiguous sub-stream S′ of Γ(j′, a, b) is of the form
(A∪B) \C where A is a random size w subset of Γ(j′, a, b)
and B ⊂ Γ(j′, a, b), C ⊂ A have size |B| = |C| ≤ t.

3. ONE PASS APPROXIMATE SELECTION
In this section we show how to perform approximate se-

lection in a t-random stream. We will present the algorithm
assuming the exact value of the length of the stream, n, is
known in advance. In the following sections we will show
that this assumption is not necessary and also improve the
bounds when trying to select low rank elements.

Our algorithm proceeds in “phases” each composed of two
distinct “sub-phases.” In each phase we aim to narrow the
area of our search such that, subsequently, we are only look-
ing in a sub-stream of values in a specific range. In general,
the relative rank of the element we look for in the sub-stream
will not be the same as the rank of the element we were ini-
tially looking for. So we need to also determine the rank
of the element we are now looking for. See Fig. 1 for the
algorithm.

Lemma 2. At the end of the sampling phase, whp, we
return S that includes u, v ∈ Γ(i) such that2 k(i) − εΓ(i) ≤
Rank(u, Γ(i)) ≤ k(i) ≤ Rank(v, Γ(i)) ≤ k(i) + εΓ(i).

Proof. We prove there exists, with probability > 1−2/n,
an element u ∈ S with the required properties. The proof for
v is identical. Assume k(i) ≥ εΓ(i) otherwise LBi suffices.
Consider the set S′ of the first 48(log n + t)/ε elements of
Γ(i). Let X be the set of elements x ∈ S′ such that k(i) −
εΓ(i) ≤ Rank(x,Γ(i)) ≤ k(i). Now E (X) ≥ ε|S′| − t and,
using the Chernoff bound,

Pr
“
|X| <

ε

2
|S′|
”

= Pr (|X| < (1 − 1/4)E (X))

≤ exp(−(48 log n + 47t)/48)

≤ 1/n

Then Pr
`
X ∩ S = ∅˛̨|X| > ε

2
|S′|´ ≤ (1−ε/2)2 log n/ε ≤ 1/n.

We now ascertain that our estimate Gap(i) for Γ(i) is
sufficiently accurate.

Lemma 3 (Mind the Gap). Whp, |Gap(i) − Γ(i) | ≤
c3(s

′ + t +
p

n log n) where c3 = 8√
c1(1−4ε)

.

Proof. The proof is by induction. The base case, i = 1,
follows since |Γ(1)| = n and we are assuming that we know n
exactly. (As noted, we will preempt this assumption in the
next section.) The induction hypothesis is that |Gap(i) −
Γ(i)| ≤ c3(s

′ + t +
√

n log n).
Define ΔC(i) = C(i, �+1)−C(i, �) and let μ be the number

of items between yi� and yi(�+1) in S′. Note that μ ≤ s′. It
follows that,

|Γ(s(i), yi�, yi(�+1))|
= μ + ΔC(i) + |Γ(s(i + 1), yi�, yi(�+1))|
= μ + ΔC(i) + Γ(i + 1) ,

2Note that here and henceforth we abuse notation and de-
note |Γ(i)| as Γ(i).
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Selection Algorithm:

1. Let c1 = 1/10, c2 = (1/c1 + 9 8√
c1(1−ε)

), s′ = 48ε−1(log n + t) and s = 2ε−1 log n.

2. Each phase i starts corresponding to the s(i)th item in the stream. Initially s(1) = 1.

3. We maintain two bounds LBi, and UBi which are bounds on the range of elements in which we are interested.
Initially LB1 = −∞ and UB1 = ∞.

4. We maintain a value k(i) which indicates the rank of the element we are searching for in the set Γ(i) =
Γ(s(i), LBi, UBi). Initially k(1) = k.

5. We maintain an estimate, Gap(i), of |Γ(i)|. Initially Gap(1) = n.

6. Phase i:

(a) If Gap(i) ≤ 1
c1

(
√

n log n + t + s′) output LBi and UBi. Both of them are good approximations for the
element of rank k in the original stream and we stop.

(b) Sample sub-phase: From the next s′ elements, call them S′, we sample s elements. Call the sampled
elements yi1 ≤ yi2 ≤ . . . ≤ yis. Let yi0 = LBi and yi(s+1) = UBi. Call the set S = {yi�}0≤�≤s+1.

(c) Estimate sub-phase: Maintain s + 1 counters (C(i, �))1≤�≤s+1. For the next α(i) = c1Gap(i) elements, if
an element is smaller than yi� then increment C(i, �).

(d) If for some yi� we have
˛̨̨

1
c1

C(i, �) − k(i)
˛̨̨
≤ c2

√
n log n we have no more phases.

(e) Set LBi+1 = yi� and UBi+1 = yi(�+1) where yi�, yi(�+1) s.t. 1
c1

C(i, �) ≤ k(i) ≤ 1
c1

C(i, � + 1).

(f) Set k(i + 1) = (1 − c1)
“
k(i) − C(i,�)

c1

”
and Gap(i + 1) = (C(i, � + 1) − C(i, �))

“
Gap(i)

α(i)
− 1
”
.

Figure 1: The Selection Algorithm

since there are ΔC(i)+μ elements in the stream starting at
s(i) and ending at s(i+1) whose values are between yi� and
yi(�+1). Now, using the Chernoff bound and Lemma 1 we
obtain,

Pr

 ˛̨̨
˛ΔC(i)

α(i)
− ΔC(i) + Γ(i + 1)

Γ(i)

˛̨̨
˛ >

2t

α(i)
+

s′

Γ(i)
+ 8

s
log n

α(i)

!

≤ 1

n
.

Therefore, with probability at least 1 − 1/n,

8

s
log n

α(i)
+

2t

α(i)
+

s′

Γ(i)

≥
˛̨̨
˛ΔC(i)

α(i)
− ΔC(i) + Γ(i + 1)

Γ(i)

˛̨̨
˛

=
1

Γ(i)

˛̨̨
˛ΔC(i)

„
Γ(i)

α(i)
− 1

«
− Γ(i + 1)

˛̨̨
˛

≥ 1

Γ(i)

˛̨̨
˛ΔC(i)

„
Gap(i)

α(i)
− 1

«
− Γ(i + 1)

˛̨̨
˛

−ΔC(i)

Γ(i)

|Gap(i) − Γ(i) |
α(i)

.

The last inequality follows by the triangle inequality. Sub-

stituting Gap(i+1) = ΔC(i)
“
Gap(i)

α(i)
− 1
”

and rearranging

gives,

|Gap(i + 1) − Γ(i + 1)|

≤ s′ +
2tΓ(i)

α(i)
+ Γ(i)8

s
log n

α(i)
+

ΔC(i)

α(i)
|Gap(i) − Γ(i) |

≤ s′ +
2tGap(i)

α(i)
+ 8Gap(i)

s
log n

α(i)

+|Gap(i) − Γ(i) |
 

2t

α(i)
+

ΔC(i)

α(i)
+ 8

s
log n

α(i)

!

≤ s′ +
2t

c1
+

8√
c1

p
n log n

+c3(s
′ + t +

p
n log n) (ε + ε + 2ε) .

The last line follows since ΔC(i)/α(i) ≤ ε by the Chernoff
bound and α(i) ≥ √

n log n+t+s′. Therefore c3 = 8√
c1(1−4ε)

is sufficient to ensure |Gap(i + 1) − Γ(i + 1)| ≤ c3(s
′ + t +√

n log n).

Observe that we do not run out of elements before finding
an element whose rank appears to be close to the desired
rank. The following lemma quantifies how the error accu-
mulates with each phase.

Lemma 4. Whp, Rank(yi�, Γ(i)) = C(i,�)
c1

±c4(
√

n log n+

t + s′) where c4 = ( 8
c1

+ 9c3).

Proof. In each phase we estimate ŷi = Rank(yi�, Γ(i))
as 1

c1
C(i, �). Using Lemma 1 and the Chernoff bound we
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can see that with high probability,˛̨̨
˛ ŷi

Γ(i)
α(i) − C(i, �)

˛̨̨
˛ ≤ 8

p
α(i) log n + t + s′ ,

where s′ is an upper bound on the number of elements less
than yi� in S′. Therefore,˛̨̨

˛ŷi − 1

c1
C(i, �)

˛̨̨
˛

≤
˛̨̨
˛ŷi − Γ(i)

α(i)
C(i, �)

˛̨̨
˛+
˛̨̨
˛Γ(i)

α(i)
C(i, �) − 1

c1
C(i, �)

˛̨̨
˛

≤ Γ(i)

α(i)
(8
p

α(i) log n + t + s′)

+

˛̨̨
˛Γ(i)

α(i)
C(i, �) − Gap(i)

α(i)
C(i, �)

˛̨̨
˛

≤ |Gap(i)| + |Gap(i) − Γ(i)|
α(i)

(8
p

α(i) log n + t + s′)

+ |Γ(i) − Gap(i)|

≤
„

1

c1
+ c3

√
n log n + t + s′

α(i)

«
(8
p

α(i) log n + t + s′)

+c3(
p

n log n + t + s′)

≤
„

8

c1
+ 9c3

«
(
p

n log n + t + s′) ,

where the last two inequalities use Lemma 3 and the fact
that α(i) ≥ √

n log n + t + s′ respectively.

Theorem 1. If we know the exact length of the stream,
then given any k, in a single pass over a random stream we

can find an element of rank k ± O(nε′ (
√

n + t + s′)) with
high probability using polylog space. The constant depends
exponentially on ε′.

Proof. Let x be the value returned be the algorithm.
Let k̂(i) = Rank(x,Γ(i)). Whp, the number of elements
between x and yi� in the α(i) elements we saw in phase i is

c1(k̂(i) − ŷi) ± O(
√

n log n + t + s′). Therefore,

k̂(i) = k̂(i+1)+ŷi+c1(k̂(i)−ŷi)±O(
p

n log n+t+s′) . (1)

Lemma 4 implies that ŷi = 1
c1

C(i, �) ± O(
√

n log n + t +

s′) and by definition k(i + 1) = (1 − c1)(k(i) − 1
c1

C(i, �)).
Therefore from Eq. 1 we deduce,

(1 − c1)|k̂(i) − k(i))|
= |k̂(i + 1) − (1 − c1)k(i) + (1 − c1)ŷi|

±O(
p

n log n + t + s′)

= |k̂(i + 1) − k(i + 1)| ± O(
p

n log n + t + s′) .

Let the algorithm terminate in phase p. Observe that
since the number of elements decrease by a factor of at least

2ε, p ≤ (log n)/ log(1/2ε). If ε < 1
2
(1 − c1)

1/ε′ , then the
above recurrence relation yields,

|k̂(1) − k(1)| ≤ O

„√
n log n + t/ε

(1 − c1)p

«

= O

 
n

log 1
1−c1

log(1/2ε) (
p

n log n + t + s′)

!

≤ O
“
nε′(

√
n + t + s′)

”
.

Note: We can alter the algorithm to continue estimating
the ranks in Γ(i) of all the elements returned in the sample
at the ith phase. This allows us to “self–correct” in the
sense that we will always output elements with ranks that
sandwich the desired rank.

3.1 Generalizing to Unknown Stream Lengths
The algorithm in the previous section assumed that we

know the precise value of n, the length of the stream. As
this is not usually the case we now discuss a way around
this assumption. First we argue that, for our purposes, it is
sufficient to only look at half of the stream.

Lemma 5. Assume the stream is t-random. Let the set of
values in the entire stream be S and let S′ be the values in a
contiguous sub-stream of length ñ ≥ n/2. Then whp, the k̃th

smallest element of S̃ has rank k = k̃
ñ
n± 2(

q
8k̃ log n + 4t).

Proof. Let a = k̃/4ñ. Let the elements in S be v1 ≤
v2 ≤ . . . ≤ vn. Let X = |{v1, . . . van+b} ∪ S′| and Y =
|{v1, . . . van−b−1} ∪ S′|. Let X ′ and Y ′ be random variables
distributed as Bin(ñ, a + b/n) and Bin(ñ, a − (b + 1)/n)

respectively. If b = 2(

q
8k̃ log n + 4t) then the probability

that the element of rank añ in S′ has rank in S outside the
range [an − b, an + b] is less than,

Pr (X < añ) + Pr (Y > añ)

≤ Pr
`
X ′ < añ + t

´
+ Pr

`
Y ′ > añ − t

´
≤ Pr

`
X ′ < E

`
X ′´+ t − b/2

´
+Pr

`
Y ′ > E

`
Y ′´− t + b/2

´
≤ 2 exp

`−(b/2 − t)2/(3(añ + b))
´ ≤ 1/n .

To get around not knowing n we make multiple instan-
tiations of the algorithm presented in the previous section.
Each instantiation corresponds to a guess of n. Let β = 1.5.
Instantiation i guesses a length of

˚
4βi
ˇ−¨βi

˝
+1 and is run

on the stream starting with the
¨
βi
˝
th data item and ending

with the
˚
4βi
ˇ
th data item. We remember the result of the

algorithm until the 2(
˚
4βi
ˇ − ¨βi

˝
+ 1)th element arrives.

We say the instantiation has been canceled at this point.

Lemma 6. At any given time there are only a constant
number of instantiations. Furthermore, whenever the stream
terminates, at least one instantiation has run on a sub-
stream of at least half the total length.

Proof. Consider the tth element of the data stream. By
this point there have been O(logβ t) instantiations made.
However, Ω(logβ t/6) instantiations have been canceled. Hence
O(logβ t − logβ t/6) = O(1) instantiations are running. We
now show that there always exists a “good” instantiation,
i.e. one which has been running on at least half the stream.
The ith instantiation gives a useful result if the length of the
stream n ∈ Ui = {¨4βi

˝
+ 1, . . . , 2(

˚
4βi
ˇ − ¨βi

˝
+ 1)]. ButS

i≥0 Ui = N \ {0, 1, 2, 3, 4} since for all i > 1,
¨
4βi + 1

˝ ≤
2(
˚
4βi−1

ˇ− ¨βi−1
˝

+ 1).

We can therefore generalize Theorem 1 as follows,

Theorem 2. Whp, given any k, in a single pass over a

random stream we can find an element of rank k±O(n1/2+ε′ ).
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3.2 Approximate Selection for Low Rank Items
We now consider the problem of finding elements with

small rank, i.e. k = o(n). Assume that k, the rank of the
element to be selected, is at least ε−1 log n since otherwise
storing the ε−1 log n smallest elements is sufficient for exact
selection. The algorithm is in two parts: 1) In the first half
of the stream we find an element u which we will prove has
rank, in the entire stream, between k and 10k. To choose
u we sample (n log n)/k elements and store the (10 log n)
smallest elements from this sample. Let u be the (10 log n)th
smallest element. 2) In the second half of the stream we run
the algorithm in Section 3 with UB1 = u.

Lemma 7. Whp, the rank of u in the entire stream is
20k ± 2(6k +

√
128k log n + 4t).

Proof. We first prove that the rank of u in the first half
of the stream is 10k ± 8k. Let the elements in the first half
of the stream be S1 = v1 ≤ v2 ≤ . . . ≤ vn/2. Let w =
(n log n)/k. Let the sample of w elements from the first half
of the stream be S′. Let X = |{v1, . . . , v10k+b}∩S′| and Y =
|{v1, . . . , v10k−b−1} ∩ S′|. Then E (X) = (10k + b)2w/n =
10 log n + (b log n)/k and E (Y ) = (10k − b − 1)2w/n =
10 log n − ((b + 1) log n)/k. If b = 8k then probability that
the 10 log n th smallest element of S′ has rank (in S1) outside
the range [10k − b, 10k + b] is less than,

Pr (X < 10 log n) + Pr (Y > 10 log n)

≤ Pr

„
X < E (X) − b log n

k

«

+ Pr

„
Y > E (Y ) +

b log n

k

«
≤ 2 exp

`−(b log n/k)2/(3(10 log n + (b log n)/k))
´

≤ 1/n .

Then by appealing to Lemma 5 we get the result claimed.

Theorem 3. Whp, given any k, in a single pass over a

random stream we can find an element of rank k±O(k1/2+ε′).

4. CONSEQUENCES

4.1 Exact Selection in Multiple Passes
A natural question arises from the one pass polylog space

±O(n1/2+ε′ ) approximation. Observe that before the start
of the stream the element sought after could have been one
of n elements. After the pass we have an element whose rank

is within O(n1/2+ε′ ) of the element which we were seeking.
If we view the number of candidate elements, that number

followed a recursion n → n1/2+ε′ . Thus after O(log log n)
passes we can expect to arrive at a point where we have
O(log6 n) candidates and we solve the problem by brute
memory at that point. The idea as stated does not im-
mediately work. In the first pass we are looking at a ran-
dom permutation; but after the first pass how do we ensure
that the random permutation property—particularly since
we have already looked at the numbers, how do we ensure
that the numbers are random? The core of the argument is
the following lemma. It is crucial, but is almost proven by
straightforward inspection.

Lemma 8. Consider the elements S between LBr+1, UBr+1,
after the pass. Let the input order be π. Consider another

order π′ where all elements of S are permuted among them-
selves, but all elements not in S are not touched. Then the
algorithm will also end up in the same values for LBr+1, UBr+1

with input π′ instead of π.

From the above we can easily see that the probability
of observing a particular permutation of S which is con-
ditioned on LBr+1, UBr+1, is exactly the same as observ-
ing any other permutation of S. Therefore conditioned on
LBr+1, UBr+1 the numbers between the bounds are in ran-
dom order. Therefore we can bootstrap at this point, and
the two stage algorithm will have an approximation guaran-

tee of O(n1/4+ε′ ). Repeating this process Θ(log log n) times
we get the following:

Theorem 4. Given any k, in O(log log n) passes over a
random stream we can find an element of rank k with a high
probability in polylog space.

4.2 Equi-Depth Histograms
Equidepth Histograms use quantiles to approximates the

data. The B buckets are defined by the B-quantiles of the
data, i.e., the items of rank n/(B +1), . . . , nB/(B +1). One
of the measures of goodness proposed by Gibbons, Matias,
and Poosala [10] in this context is by how much does the
true rank of the ith bucket boundaries differ from in/(B +
1)—in particular they consider 1/n times the square–root
of the average sum of squares of the deviation, i.e., if the
error in rank is εi then the measure is μ = n−1

p
B−1

P
i ε2i .

The authors of [10] show that the above measure can be
made smaller than any constant ε > 0 but did not decrease
as n was increased. As a consequence of a better quantile
approximation, we can show that in their setting, which

allows random order, the εi ≤ n
1
2+ε and therefore μ′ =

O(1/n
1
2−ε) and this tends to zero as we increase the size of

the backing sample.

5. LOWER BOUNDS
We now present a lower bound for approximate median

finding in the adversarial model. It is generalization of a re-
sult from [17, 23] and involves a reductions from communica-
tion complexity results. The significance of this lower bound
is that it shows a strict separation between the random order
streaming model and the adversarial order streaming model.

Theorem 5. Finding the median of an adversarially or-
dered stream in a single pass requires Ω(n) space. Finding an
nδ approximate median of an adversarially ordered stream
requires Ω(n1−δ) space.

Proof. The proof uses a reduction from Indexing.

Let Alice have a length n binary string x =
x1 . . . xn unknown to Bob and Bob has an index
j ∈ [n] unknown to Alice. Bob wishes to learn
the value of xj . Then, if only one way commu-
nication is permitted from Alice to Bob, if Bob
is to learn xj with probability at least 1− 1/100,
Alice must send Ω(n) bits.

Assume that n−1 is a multiple of 2. Consider an instance
(x, j) of Indexing where x = x1x2 . . . x(n−1)/2 is a length
(n − 1)/2 binary string and j ∈ [(n − 1)/2]. Suppose there
exists a streaming algorithm A that finds the median of
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a length n stream with space S(n). The A gives rise to
a protocol for Indexing as follows: Alice simulates A on
{2i + xi : i ∈ [(n − 1)/2]}. She then transmits the memory
state of A to Bob. Bob initializes A with this memory state
and continues running the algorithm on (n+1)/2− j copies
of 0 and then j copies of (n − 1). Notice that the least
significant bit of the median of this set of values equals xj .
Hence S(n) = Ω(n).

To further prove a lower bound for approximate median
finding we use an idea similar to that of streaming reductions
that was introduced by Bar-Yossef et al. [4]. Consider an
instance of exact median finding in a stream S of length
n. From above, this requires Ω(n) space. We reduce this
problem to finding an approximate median in an induced
string S′ formed by repeating each element of S, b times.
S′ is a length nb stream. Let A be an algorithm that finds
an |S′|δ approximate median. Now an (nb)δ-approximate
median of S′ takes the same value as the exact median of S
if b ≥ (nb)δ i.e. if b ≥ nδ/(1−δ). In this case the stream length

is |S′| = n1/(1−δ) and we know that we require Ω(n) space
to find the approximate median. The theorem follows.
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